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Summary 
 

The terms robust and rugged are clearly defined and their uses distinguished along with the 

associated characteristics of robustness and ruggedness. It is shown that the characteristics 

of robustness and ruggedness which express resistance against conditions and influences 

which decrease both precision and accuracy of analytical results, obtained by a particular 

procedure in a given laboratory or in different laboratories, can be treated quantitatively by 

the introduction of two new concepts, namely, relative robustness and relative ruggedness. 

 

Introduction  
 
There is considerable confusion in the scientific journal and monograph literature with regard 

to the use of the terms robust and rugged and of the associated characteristics robustness 

and ruggedness as applied to the description of analytical methods. Many authors use the 

two terms and their associated characteristics as if they were synonymous [1-22] . Others use 

only one term and/or characteristic, namely robust/robustness [23-38] or 

rugged/ruggedness [39-57]. A few authors distinguish their use as between the areas of 

intra- and inter-laboratory studies [58-68] or restrict the use of robust/ robustness to the 

statistical interpretation of data and of rugged/ruggedness to experimental design of intra-

laboratory studies prior to a collaborative trial [69]. The use of the term robust in connection 

with statistical tests on data is supported by many chemists and statisticians [70-77].  

 

Prior to the present study these terms and the associated characteristics of these terms have 

not been defined by IUPAC, ISO or similar bodies. Indeed, within IUPAC documents 

confusion exists with the use of ruggedness, in one case [45] the explanation of ruggedness 

implies an inter-laboratory use, by giving laboratories in the list of variables, whereas in a 

later document [53], ruggedness is used in a single-laboratory situation. 

 

The International Conference on Harmonization of Technical Requirements for Registration 

of Pharmaceuticals for Human Use (ICH) defines  Robustness as follows: "The robustness of 

an analytical procedure is a measure of its capacity to remain unaffected by small, but 

deliberate variations in method parameters and provides an indication of its reliability during 

normal usage." [23, 24]. They state this should be evaluated at the development stage i.e. 
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from intra-laboratory experimentation and list examples of typical variations, those for liquid 

chromatography and for gas chromatography to be examined. The British Pharmacopoeia 

(BP) [38] additionally gives a list of challenges to the normal operating procedure for 

robustness testing a procedure which uses infrared spectrophotometry.  The US 

Pharmacopeia National Formulary (USP.NF) [59] has adopted the ICH definition of  

robustness and defines Ruggedness as: "The ruggedness of an analytical method is the 

degree to of reproducibility of test results obtained by the analysis of the same samples under 

a variety of conditions such as different laboratories, different analysts, different instruments, 

different lots of reagents, different elapsed assay times, different assay temperatures, different 

days, etc. Ruggedness is normally expressed as the lack of influence of operational and 

environmental factors of the analytical method. Ruggedness is a measure of reproducibility of 

test results under the variation in conditions normally expected from laboratory to laboratory 

and analyst to analyst." This definition clearly refers to inter-laboratory studies. The ICH and 

the USP.NF give procedures for the qualitative evaluation of robustness and ruggedness, 

respectively, but not for their numerical determination. 

 

Wahlich and Carr [58], whilst discussing chromatographic system suitability tests, appear to 

be the first to use ruggedness (defined as the effect of operational parameters on the methods 

suitability) and robustness (referred to as the method´s suitability to be transferred to another 

laboratory) in a hierarchical sense. The areas of application of these two characteristics were 

reversed by Zeaiter et al. [63] in a discussion of the robustness of models developed by 

multivariate calibration for infrared spectroscopic data. They noted the confusion in the 

literature with the use of the characteristics ruggedness and robustness and that ruggedness 

was a property hierarchically above robustness as put forward by the Canadian Drugs 

Directorate in their three level testing system. In this system Level I refers to the ICH (intra-

laboratory) definition of robustness [23] and should include verification of reproducibility by 

using a second analyst. In Level II testing, the effects of more severe changes in conditions 

are examined when the method is intended to be applied in a different laboratory with 

different equipment. Level III considers "a full collaborative testing", which is rarely done. 

 

The only official document to distinguish the use of robustness and ruggedness is the 

USP.NF [59]. The definition for  robustness in the USP.NF and in the British 

Pharmacopoeia have their origin in the ICH documents CPMP/ICH/381/95 [23] and 

CPMP/ICH/281 [24]. The material in CPMH/ICH/381/95 also appears in  the official Federal 

Register of the Food and Drug Administration [27]. The European Commission only refer to 

one characteristic for analytical methods, namely ruggedness [52], for the outcome from 

what is clearly an intra-laboratory test. Thus the European Commission  and others [39–57] 

are out of line with what has been said to be traditional usage [61], namely robustness for the 

outcome from an intra-laboratory test, as recommended herein. This usage is consistent with 

the earlier IUPAC description of ruggedness which implied an inter-laboratory experiment 

[46]. 

 

To produce a robust or a rugged analytical procedure it is essential that the instruments used 



Journal of the Association of Public Analysts (Online) 2009 37 40-60 

D Thorburn Burns et al 

 

-42- 

in the analytical procedure produce acceptable data. The process of ensuring the precision 

and accuracy of an analytical instrument used in an  analytical procedure and its descriptive 

terminology has been recorded by Bansal et al. following an American Association of 

Pharmaceutical Scientists (AAPS) workshop, “A Scientific Approach to Analytical 

Instrument Validation” [78]. The participants agreed that the term validation should be used 

to refer to the overall analytical process, and that the term qualification be used for the 

procedure for ensuring that an instrument was producing data of the required precision and 

accuracy. 

 

Although the literature cited above refers almost exclusively to the analysis of pharmaceutical 

products, the clear distinction between the descrpitors robust and rugged is of wider 

application in other fields of analysis for regulatory purposes such those of human foods, 

animal feedstuffs, environmental samples and of artricles subject to tariff/customs control. 

 

Definitions 
The following definitions are now recommended: 

 

Robust / Robustness / Relative Robustness: 
 

A robust analytical method is one which exhibits a high degree of robustness as determined 

in an intra-laboratory study. 

 

Robustness  of an analytical method is the property that indicates insensitivity against 

changes of known operational parameters on the results of the method and hence its 

suitability for its defined purpose. This is ascertained during the method development 

processes and determines the allowable (acceptable) limits for all critical parameters that 

affect measured values for analytes and provides information on a method’s practability. It 

may be defined by the value of a method’s Relative Robustness. 

 

The Relative Robustness of an analytical method is defined as the ratio of the ideal signal for 

an uninfluenced method compared to the signal for a method subject to known operational 

parameters as determined in an intra-laboratory experiment [see equation (4) below].  

 

Rugged / Ruggedness / Relative Ruggedness: 
 

A rugged analytical method is one that exhibits a high degree of ruggedness after an inter-

laboratory experiment. 

 

Ruggedness of an analytical method is the property that indicates insensitivity against 

inadvertent changes of known operational variables and in addition any variations (not 

discovered in intra-laboratory experiments) which may be revealed by inter-laboratory 

studies. Such experiments are normally conducted on well defined procedures following 

robustness experiment (or experiments) and provide information on a procedure’s 
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interlaboratory transferability. It may be defined by the value of the methods’ Relative 

Ruggedness. 

 

The Relative Ruggedness of an analytical method is defined by the ratio of the ideal signal 

for uninfluenced  method compared to the signal for a method subject to known and unknown 

operational parameters as determined in an inter-laboratory experiment [see equation (6) 

below].  

 

The Quantitative Evaluation of Robustness and 
Ruggedness  
 

It is important to obtain a measure of the robustness and ruggedness of an analytical method 

based on experimental data. The means of making such calculations are described below, and 

examples are given in Appendix I. It follows that if full use of these evaluations is to be 

made, criteria must be established by interested parties to define the limits for these 

parameters beyond which the analytical procedure is unacceptable. If a method is found to be 

insufficiently robust or rugged, modifications to the method must be investigated to mitigate 

the situation. Knowledge of which parameters contribute most to the lack of sufficient 

robustness or ruggedness, information that is normally obtained when making an 

experimental evaluation of these parameters, is crucial in this respect. 

 

The conditions and influences which decrease both precision and accuracy of analytical 

results obtained in a given laboratory or in different laboratories are now considered in detail 

and their effects on robustness and on ruggedness described quantitatively. 

 

In ideal circumstances, a measured signal of an analyte A (yA) is caused only by this analyte 

and nothing else. The measured signal is proportional to the (ideal) analyte sensitivity, 

AΔx

Δ A

A

A
AA

y

x

y
S 




 , 

and the analyte amount, Ax  (content, concentration) plus the experimental error (analytical 

error) Ae , 

AAAAA exSy  .        (1) 

 

In analytical practice, under real circumstances, a measured gross signal, yA, of an analyte A 

is made up of the following five component parts: 

 

(1) the major part, as a rule
1
, is caused by the analyte and characterized by the 

analyte sensitivity, SAA , and the analyte amount, xA , see above. Additionally 

                                                 

 
1
  In exceptional cases, e.g. in NIR spectrometry, the analyte may cause a minor part of the measured gross 

signal 
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the signal is caused, in variable degrees, by 

(2) a possible blank, 0Ay , that can be recognized and minimized as well as 

considered arithmetically 

(3) known interferences of known species i = B, C, ..., N which are 

characterized by their cross sensitivities (partial sensitivities), 

i

A

i

A
Ai

x

y

x

y
S

Δ

Δ





 , and their amounts, ix  

(4) known influences of known factors  fj (j = 1, ..., m) such as temperature, 

pressure, pH, characterized by their (specific) influencing strength, 

j

A

j

A
Aj

x

y

x

y
I

Δ

Δ





 , and their actual value, jx  

(5) unknown inferferences and influences of unknown factors uk (k = 1, ..., 

p) their type and number z is not known a priori. Because neither their cross 

sensitivities or influencing strengths nor their amounts or actual values are 

known, these unknowns become apparent by error contributions ke and are 

typical causes of inter-laboratory effects. 

 

The gross signal may be expressed mathematically as follows: 

A

p

k

k

m

j

jAj

N

Bi

iAiAAAAA euxIxSxSyy  
 11

0     (2) 

 

Known interferences and known influencing factors are the effects that can be studied within 

each individual laboratory, appropriately by experimental variation of the related quantities 

according to multifactorial design. Variations caused by unknown interferents and unknown 

influence factors become apparent between various laboratories and can be revealed by 

inter-laboratory studies. 

 

In intra- and inter-laboratory experiments it is axiomatic that the equipment is functioning 

within specification. The process of validation of instruments has been called “qualification” 

of analytical instruments and procedures described by Bansal et al [63].  

 

Mathematical models of robustness and ruggedness 
 

The robustness of the determination of an analyte A in the presence of some accompanying 

species,  i = B, ..., N and under influence of various factors fj (j = 1, ..., m) is in reciprocal 

proportion to the sum of all their cross sensitivities, AiS , multiplied by the actual amounts, xi, 

and the specific influencing strengths, AjI , of the factors multiplied by their actual values, xj 

[60] 
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
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The robustness of a method is the better the higher the value of ),...,;,...,/( 1 mffNBArob ; in 

the ideal case it would be infinite. In analytical practice it should be more helpful to have 

values in a more meaningful range. This can be achieved by calculating the relative 

robustness which is related to the ideal signal SAAxA. Specifically, the relative robustness is 

defined as follows  
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The relative robustness can have values between 0 (no robustness) and 1 (ideal robustness). 

 

For ruggedness effects of the unknown interferents and influencing factors must, 

additionally, be considered, 
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Relative ruggedness can be expressed by: 
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which can have values between 0 (no ruggedness) and 1 (ideal ruggedness), in a similar 

manner to relative robustness. 

 

Testing robustness and ruggedness 
 

All the variations to the measured signal, apart from that of the analyte, can be considered in 

the form of error terms: 

 





N

Bi

iiAi exS          (7a) 





m

j
jjAj exI

1

         (7b) 





p

k

kk eu
1

         (7c) 
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Where ei  + ej  = eij  (the intra-laboratory variations) and ek  (the inter-laboratory variations), 

Eqn. (2) can be written 

 

AkijAAAAA eeexSyy  0       (8) 

 

 Test of robustness 

 

Robustness, as defined herein, is an intra-laboratory property. In this case, Eqn. (8) reduces 

to: 

 

 AijAAAAA eexSyy  0       (9) 

 

because inter-laboratory effects ek are not relevant. Robustness can be tested in three ways: 

 

(i) in overall terms: as usual by an F-test (null hypothesis AtotalH  :0  and 

therefore  0:0 


ijH  ): 

2

22

2

2

2

2

ˆ

A

Aij

A

ijA

A

total

s

ss

s

s

s

s
F


        (10) 

If ),,(ˆ
21 FF  , then the null hypothesis cannot be rejected and the 

procedure can be considered to be robust
2
. 

(ii) also in general, by means of a Student´s t-test (null hypothesis 
ideal
AA

real
AA SSH :0 ): 

 

 ,

ˆ
ts

SS
t

AAS

ideal

AA

real

AA 
         (11) 

 
real

AAS  is the real sensitivity influenced by the sum of cross sensitivities AiS  and 

the influence strengths AjI , namely   AjAi

ideal

AA

real

AA ISSS . If ),(ˆ tt   

then a nonlinear error is proved (the real sensitivity differs significantly from 

the ideal sensitivity) and, therefore, the procedure is not robust. Linear errors 

are checked as shown in (i) according to Eqn. (10). 

 

(iii) In more detail and individually for each factor (interferent i and influence 

factor j) the influences can be tested by means of multifactorial experiments 

where each factor is usually varied at 2   levels. The evaluation of such a 

multifactorial design is done according to the literature [14, 60-62] where each 

coefficient of cross sensitivity can be tested separately: 

                                                 

 
2
  is the risk of error and characterizes the significance level of the test, -values stand for the statistical 

degrees of freedom 



Journal of the Association of Public Analysts (Online) 2009 37 40-60 

D Thorburn Burns et al 

 

-47- 

 

 ,

ˆ
ts

S
t

A

Ai


         (12) 

 

If AiS  exceeds the confidence interval  ,tsA  of the experimental error 

(analytical error) eA then the influence of the factor concerned is significant 

and robustness against this factor is missing. On the other hand, AiS  <  ,tsA

shows robustness against the particular interferent or factor, respectively. The 

same discussion applies to the AjI -coefficients. 

 

 Test of ruggedness 

 

Ruggedness is regarded as an inter-laboratory property. In this case, all the terms in Eqn. (8) 

are relevant ( AkijAAAAA eeexSyy  0 ) and ruggedness can be tested similar to 

robustness in the  same three ways 

 

(iv) in overall terms: as usual by F-test (null hypothesis AtotalH  :0  and 

therefore 0:0 


ijklH  ): 

 

2

222
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2

2
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ˆ
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Akij

A

ijkA

A

total

s

sss

s

s

s

s
F


       (13) 

 

The total error 2

ijkAs  has to be calculated in different way compared with 

robustness. Whereas in (i) 2

ijA  is the variance within a laboratory, 2

ijkAs  is the 

variance between laboratories plus that within the labs, 
222222

kijAkijAijkA ssssss  . The interpretation is similar: if ),,(ˆ
21 FF  , 

then the null hypothesis can not be rejected and the procedure can be 

considered as to be rugged. 

 

(v) As for robustness in (ii), ruggedness can be tested for nonlinear errors by 

means of Student´s  t-test using the same null hypothesis according to Eqn. 

(11). The interpretation with regard to nonlinear errors is the same as in (ii). 

Linear errors are checked as shown in (iv) according to Eqn. (13). Only the 

intra-laboratory effects, and therefore robustness can be studied according to 

(iii) and tested by Eqn. (12). 

 

Examples of the numerical calculation of robustness, relative robustness, ruggedness and 

relative ruggedness are shown in Appendix I. 
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Conclusions 
 

From a review of the literature the need to distinguish between the use of the terms robust 

and rugged and their associated characteristics of robustness and ruggedness became 

apparent. Unambiguous definitions have been developed for each term and its associated 

characteristic, stated as follows: 

 

Robust and Robustness: 
 

A robust analytical method is one which exhibits a high degree of robustness following an 

intra-laboratory study. 

 

The robustness of an analytical method is the property that indicates insensitivity against 

changes of known operational parameters on the results of the method and hence it suitability 

for a defined purpose. 

 

Rugged and Ruggedness: 
 

A rugged analytical method is one that exhibits a high degree of ruggedness after inter-

laboratory experiment. 

 

The ruggedness of an analytical method is the property that indicates insensitivity against 

changes of known operational variables and in addition any variables (not discovered in intra-

laboratory experiments) which may be revealed by inter-laboratory studies. 

 

Furthermore it has been found possible to give quantitative expression to charateristics of 

robustness and ruggedness by the introduction of the new concepts of relative robustness 

and relative ruggedness, defined as follows: 

 

The relative robustness of an analytical method is defined as the ratio of  the ideal signal for 

an uninfluenced method compared to the signal for a method subject to known and unknown 

operational parameters as studied in an intra-laboratory experiment. 

 

The relative ruggedness of an analytical method is defined as the ratio of the ideal signal for 

an uninfluenced method compared to the signal for a method subject to known and unkown 

operational parameters as studied in an inter-laboratory experiment. 
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Appendix I 
Examples of the Numerical Evaluation of 

Robustness and Ruggedness 
 

 
Robustness Example 
 

Determination of analyte A in presence of B and C under influence of the factors f1 , f2 , f3. 

 

Input data: Sensitivity of A  SAA  = 10 

Content of A  xA   =   1 

Cross sensitivities: SAB  =  1   SAC =  1 

Influence strengths: IA1  =   2 IA2  =  –1 IA3  =  1 

Experimental error: sA   =   1 

Degrees of freedom:    = 10 

 

Robustness will be computed for various amounts of B and C as well as for various values of 

f1 , f2 , f3. 

a)  
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iAi xIxS

fffCBArob  
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),,;,/(
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


 j

jAj

B

Ai

iAiAAA

AAA
rel

xIxSxS

xS
fffCBArob  

 

Thus the relative robustness is only 62.5 %. 

 

 Test for robustness by F-test (i)  

 

79.2)10;10;95(9
1

111411ˆ
2

2




 F
erroralexperimentofvariance

variationstotalofvariance
F

A

ijA





 

Hence the procedure is not robust under the given conditions. 

 

 Test for nonlinear errors by Student’s t test (ii) 

 

Strong matrix interferences Strong factor influences 

xB   =  xC   =  1 x1  =  x2   =  x3   =  1 



Journal of the Association of Public Analysts (Online) 2009 37 40-60 

D Thorburn Burns et al 

 

-53- 

 ,

ˆ
ts

SS
t

AAS

ideal

AA

real

AA 
  

where  





3

1j A

j
Aj

A

i
C

Bi

AiAA
real
AA

x

x
I

x

x
SSS

   

is the real sensitivity 

141121110 real
AAS  

23.2)10;95(79.1
23.2

4

23.21

1014
ˆ 




 tt  

 

Hence there is no significant nonlinear error under the given conditions. 

 

 Test (iii) for each individual factor only makes sense if multi-factorial 

experiments are planned and evaluated. It is too difficult to construct such a 

design and evaluate it herein.  

 

b)  

 

Low matrix interferences Strong factor influences 

xB   =  xC   =  0.01 x1  =  x2   =  x3   =  1 

 

249.0
02.4
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11201.001.0
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),,;,/( 321 
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fffCBArob  

 

713.0
02.14

10

02.410

10
),,;,/( 321 


fffCBArobrel  

 

Thus the relative robustness is only 71.3 %. 

 

 Test for robustness by F-test (i) 

 

79.2)10;10;95(0002.7
1

11140001.02ˆ 


 FF  

 

Hence the procedure is not robust under the given conditions. 

 

 Test for nonlinear errors by Student’s t-test (ii) 

 

02.1211201.001.010 real
AAS  
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23.2)10;95(906.0
23.2

02.2

23.2

1002.12
ˆ 


 tt  (

3
) 

 

Hence there is no significant nonlinear error under the given conditions. 

 

c)  

 

Strong matrix interferences Low factor influences 

xB   =  xC   =  1 x1  =  x2   =  x3   =  0.01 

 

490.0
04.2

1

01.001.002.011

1
),,;,/( 321 
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fffCBArob  

 

831.0
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10
),,;,/( 321 


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Thus the relative robustness is 83.1 %. 

 

 Test for robustness by the F-test (i)  

 

79.2)10;10;95(0006.3
1

10001.020004.011ˆ 


 FF  

 

Hence the procedure is not robust under the given conditions 

 

 Test for nonlinear errors by Student’s t-test (ii) 

 

02.1201.001.002.01110 real
AAS  

 

23.2)10;95(906.0
23.2

02.2

23.2
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
 tt  

 

Hence there is no significant nonlinear error under the given conditions. 

 

d)  

 

Low matrix interferences Low factor influences 

xB   =  xC   =  0.01 x1  =  x2   =  x3   =  0.01 

 

                                                 

 
3
 Different from the usual procedure, the lower variance has to be in numerator for factual reasons 
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667.16
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fffCBArob  

 

994.0
06.10

10

06.010

10
),,;,/( 321 


fffCBArobrel  

 

Thus the relative robustness is 99.4 %. 

 

 Test for robustness by the F-test (i)  

 

79.2)10;10;95(0008.1
1

10001.020004.00001.02ˆ 


 FF  

 

Hence the procedure is robust under the given conditions. 

 

 Test for nonlinear errors by the Student’s t-test (ii) 

 

04.1201.001.002.001.001.010 real
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
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4
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Hence there is no significant nonlinear error under the given conditions. 

 

e)  

 

No matrix interferences Low factor influences 

xB   =  xC   =  0 x1  =  x2   =  x3   =  0.01 
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),,;,/( 321 


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996.0
04.10

10

04.010

10
),,;,/( 321 


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Thus the relative robustness is 99.6 %. 

 

Test for robustness (is unnecessary to carry out in view of the relative robustness of 99.6%, 

but is given here for completeness) 

 

                                                 

 
4
 Of course, in case of such a small difference t-test is unnecessary 
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 Test for robustness by the F-test (i) 

 

79.2)10;10;95(0006.1
1

10001.020004.0ˆ 


 FF  

 

that means the method is robust. 

 

 Test for nonlinear errors by Student’s t-test (ii) 

 

02.1001.001.002.010 real
AAS  (

5
) 

 

There is no significant nonlinear error under the given conditions. 

 

  

                                                 

 
5
  t-test is unnecessary 
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Ruggedness Example 
 

Determination of analyte A in three laboratories U, V, W in the context of an inter-laboratory 

study.  Each laboratory should have approximately the same head data (no significant 

differences) as listed above. 

 

If the experimental errors estimated from the inter-laboratory test were the following: 

 

Lab U: 1.1
UAs  Lab V: 9.0

VAs  Lab W: 0.1
WAs  

Error between the labs: 2.5 ijkAtotal ss  

 

The degrees of freedom are U  =  V  = W  = 10, total  = 30 

 

Robustness computed for every laboratory with the data of case (1.4) yields the same result 

for each lab: 
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fffCBArob  
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),,;,/( 321 


fffCBArobrel  

 

Hence the relative robustness is 99.4 % for each lab. 

 

Ruggedness: 

 

190.0
26.5

1
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1
);,,;,/( 321 
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
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Thus the relative ruggedness is only 65.5 %. 

 

 Test for ruggedness by the F-test (i): 

 

73.2)10;27;95(2006.6
1

2.510001.020004.0001.02ˆ 


 FF  

 

Hence the inter-laboratory test shows that the procedure is not rugged although for each 

laboratory robustness has been achieved. 
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Robustness and Ruggedness Example 
 

Three laboratories U, V, and W each used the same procedure to determine the analyte A in 

the presence of B and C under influence of the factors f1 , f2 , f3. 

 

Input data: 

 

   U V W 

Sensitivity of A SAA 10 8 11 

Cross sensitivities SAB 

SAC 

1.2 

1.5 

1.4 

1.9 

0.9 

1.1 

Influence strengths IA1    

IA2   

IA3 

0.25 

– 0.13    

0.08 

0.22  

 – 0.14 

0.10 

0.24 

– 0.12 

0.11 

Experimental error sA 1.2 1.5 0.8 

Degrees of freedom  10 10 10 

 

 Computation of the robustness of the procedure in lab U where the following 

conditions exist: 

xB xC x1 x2 x3 

0.11 0.08 1.5 0.7 1.3 
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Thus the relative robustness of the lab U is 92.4 %. 

 

Using the F-test, 

 

79.2)10;10;95(123.1
2.1
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2

222222

2

2
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s
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Thus the procedure is robust in lab U. 

 

 Computation of the robustness of the procedure in lab V where the following 

conditions existed: 
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xB xC x1 x2 x3 

0.14 0.13 1.8 1.7 1.6 
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1
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Thus the relative robustness of the lab V is 89.0 %. 

 

Using the F-test, 
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Hence the method is robust in lab V 

 

 Computation of the robustness of the procedure in lab W where the following 

conditions existed: 

 

xB xC x1 x2 x3 

0.19 0.23 0.8 1.1 1.4 
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Thus the relative robustness of the lab. W is 91.7 %. 

 

Using the F-test, 
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Hence the method is robust in labW 

 

 Ruggedness 

 

For the calculation of rug(A/B,C; f1,f2,f3;u) the individual error terms have been averaged
6
: 

 

)( 222

3
12

WVU ijijijij ssss 
 = 3

1

(0.183 + 0.338 + 0.172) = 0.231 

                                                 

 
6
  This is possible because  they do not differ significantly from each other (Hartley-test) 
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(1.44 + 2.25 + 0.64) = 1.44 

 

This yields 
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rug(A/B,C; f1,f2, f3;u) = 1/5.2 = 0.192 

 

rugrel(A/B,C; f1,f2,f3;u) = totalAA

AA

sS

S


= 867.14

667.9

 = 0.650 ( AAS = 9.667) 

 

Thus the relative ruggedness is 65.0 %. 

 

Using the F-test, 
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Hence no ruggedness existed 

 

Although for each lab robustness has been found, ruggedness cannot be stated to exist in this 

given case. To establish ruggedness it would be essential that the causes for the large 

interlaboratory deviations (“the unknowns”) be found and eliminated. 


